Person Re-identification using Co-occurrence Attributes of Physical and Adhered Human Characteristics
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Abstract—We propose a novel method for extracting features from images of people using co-occurrence attributes, which are then used for person re-identification. Existing methods extract features based on simple attributes such as gender, age, hair style, or clothing. Our method instead extracts more informative features using co-occurrence attributes, which are combinations of physical and adhered human characteristics (e.g., a man wearing a suit, 20-something woman, or long hair and wearing a skirt). Our co-occurrence attributes were designed using prior knowledge of methods used by public websites that search for people. Our method first trains co-occurrence attribute classifiers. Given an input image of a person, we generate a feature by vectorizing confidences estimated using the classifiers and compute a distance between input and reference vectors with a metric learning technique. Our experiments using a number of publicly available datasets show that our method substantially improved the matching performance of the person re-identification results, when compared with existing methods. We also demonstrated how to analyze the most important co-occurrence attributes.

I. INTRODUCTION

Person re-identification is an active topic in pattern recognition research and has many potential applications such as watchlist monitoring and video surveillance. The problem is especially difficult because we must allow for variable viewpoints, illuminations, and poses. To overcome these difficulties, researchers have developed various approaches for extracting invariant features from images of people. These features have significant influences on the matching performance. In this paper, we focus on extracting invariant features that represent the people in images.

There are currently two main approaches for extracting features to be used in person re-identification applications. The first exploits low-level features [1]–[4] such as the distributions of gradients and colors. The second exploits high-level representations [5]–[8] such as gender, age, clothing, and gait, which are called human attributes in the field of soft-biometrics. However, it is exceptionally difficult to accurately infer high-level representations. Instead of inferring each attribute, researchers have recently started to use mid-level semantic attributes [9], [10] for person re-identification. These attributes directly represent elements of features extracted from images of people. However, existing methods for determining invariant features are not sufficient for person re-identification, when compared with characteristics that are used when people identify each other.

II. RELATED WORK

Existing methods exploit low-level features such as histograms of oriented gradients [2], color histograms [1], or their combinations [3]. The learning-based approach in [4] selected effective low-level features from filter banks of gradients and colors. Unfortunately, low-level features are often affected...
by the variability of viewpoints, illuminations, and poses. To extract invariant features, researchers have focused on human attributes [15]. We consider each characteristic (e.g., gender, hair style, or clothing) as a single attribute. Some methods [16], [17] improved the inference of single attributes using a joint learning technique. Khamis et al. [6] proposed jointly optimizing the inference of single attributes and the identification. Shi et al. [9] applied a domain shift between fashion and surveillance data to avoid complications due to labeling processes. Layne et al. [10] developed a method for weighting single attributes to increase the identification performance. However, existing methods have not sufficiently considered the combinations of physical and adhered human characteristics that are often used when people identify each other.

III. DESIGN OF CO-OCCURRENCE ATTRIBUTES

A. Combinations of physical and human characteristics

We designed co-occurrence attributes that can be extracted from images of people. As described in [18], human attributes can be split into three intuitive types: physical, behavioral, and adhered human characteristics. Physical characteristics are person-specific traits and do not significantly change over time (e.g., gender, age, hairstyle, and beard). Behavioral characteristics are temporal changes such as gesture or gait. Adhered human characteristics depend on a persons appearance and are defined as things that are temporarily attached to a person (e.g., clothing or sunglasses).

We used combinations of physical and adhered human characteristics because we are motivated by certain public websites [11]–[14]. There are three ways to combine two characteristics, as illustrated in Figure 2: a combination of physical and adhered human characteristics (e.g., “woman wearing a skirt”), a combination of physical characteristics (e.g., “man in his 20s”); and a combination of adhered human characteristics (e.g., “wearing short sleeves and shorts”).

B. Binary representation

Physical and adhered human characteristics use two types of class labels: binary labels such as gender (male or female) and sunglasses (presence or absence); and multi-class labels such as age (e.g., 20s, 30s, or over 40) and tops (e.g., long sleeves, short sleeves, or suit jacket). When simply combining two characteristics with $L_1$ and $L_2$ classes, the number of classes in the combination is $L_1L_2$. Our method uses a binary label to represent a co-occurrence attribute by assuming that each characteristic class is independent. For instance, when combining gender ($L_1 = 2$) and tops ($L_2 = 3$), we obtain $L_1L_2 = 6$ binary labels for the co-occurrence attributes. As illustrated in Figure 3, binary labels are represented as “man wearing long sleeves”, “man wearing short sleeves”, “man wearing a suit”, “woman wearing long sleeves”, “woman wearing short sleeves”, and “woman wearing a suit” (and have true or false attributes). In biometrics, [18] showed that binary representations are intuitively easy for humans to understand, when compared with discrete and continuous representations. By exploiting the binary representation of co-occurrence attributes, our aim is to easily analyze which co-occurrence attributes are useful for person re-identification methods.

IV. PERSON RE-IDENTIFICATION USING CO-OCCURRENCE ATTRIBUTES

A. Overview of our method

We now briefly describe our method that uses co-occurrence attributes for person re-identification, which is illustrated in Figure 4. We train co-occurrence attribute classifiers to infer whether an image of a person contains the attributes. In this training process, we use images that have been labeled with co-occurrence attributes. These images are assigned positive or negative labels following the binary representation described in Section III-B. Note that this design complicates the labeling process, because there are many combinations of physical and adhered human characteristics. Thus, we automatically assigned co-occurrence attributes to the training samples using combinations of the labels for single attributes. If we have $L_1L_2$ combinations of single attributes, there is 1 positive label of a co-occurrence attribute and $L_1L_2 − 1$ negative labels. For instance, a positive label in Figure 3 is “man wearing long sleeves”; the remaining are negative.

Given an input image of a person, we compute the confidences of co-occurrence attributes using the trained classifiers. We generate a feature vector for person re-identification by vectorizing the confidences, and compute the distance between an input feature vector and a reference feature vector. The details of each step are described below.
B. Training classifiers of co-occurrence attributes

There may be much less positive attributes than negative. This is particularly the case when using co-occurrence attributes. If the number of positive and negative samples are significantly different, generic machine learning classification algorithms do not work well. To overcome the problems associated with imbalanced data, we can weight attributes according to inverse of the number of samples or align the number of samples. The alignment approach performed the best in our preliminary experiments, so this is the method we used in the remainder of this paper.

Next, we extracted feature vectors from the images to train the classifiers of co-occurrence attributes using the ensemble of localized features (ELF) method [4]. We used a linear support vector machine classifier $\text{SVM}_i$ ($i \in 1, \ldots, N$), where $N$ is the number of co-occurrence attributes.

C. Extracting features for person re-identification

We describe how to compute the features used to match images of people. Given an image, we compute a signed distance $h_i$ by applying a co-occurrence attribute classifier, that is,

$$h_i = \text{SVM}_i(e), \quad (1)$$

where $e$ represents an ELF vector extracted from an image of a person. An image is assigned a positive label when the signed distance is positive, and vice versa. We regard a signed distance as a confidence value, in the same manner as existing techniques. Note that if we directly use the signed distances as elements of a feature vector, the ranges of possible values are imbalanced because they depend on their respective element. Thus, we apply a simple scaling technique to align the ranges of values. We estimate the confidence value $x_i = 2h_i^t - 1$ using

$$h_i^t = \frac{h_i - \min h_i}{\max h_i - \min h_i}, \quad (2)$$

where $\max$ or $\min$ returns the maximum or minimum value $h_i^t$ ($t \in 1, \ldots, T$), and $T$ is sum of the number of positive and negative samples. The feature vector for person re-identification is $x = [x_1, x_2, \ldots, x_N]^T$.

D. Computing the distance between feature vectors

We describe how to compute the distance between feature vectors extracted from images of people. If we use the all elements of a feature vector, we believe that some elements contribute to the identification and others do not. To increase the matching performance, some methods give larger weights to the important elements of a feature vector using a greedy algorithm technique [10] or a metric learning technique [19].

Our method used the large margin nearest neighbor (LMNN) method [20]. This technique generates a metric matrix $M$ that reduces the distance between feature vectors belonging to the same person using the $k$-nearest neighbors, while lengthening the distance between vectors from different people. The distance, $d$, between features $x_a, x_b$ is

$$d^2 = (x_a - x_b)^T M (x_a - x_b). \quad (3)$$

Note that $d$ is smaller when the feature vector of individual $a$ is more similar to the feature vector of individual $b$.

V. EXPERIMENTAL ANALYSIS OF PERSON RE-IDENTIFICATION USING CO-OCCURRENCE ATTRIBUTES

We evaluated the effectiveness of our method using some computational experiments. The person re-identification results are reported in Section V-A and our analysis of a metric matrix trained using LMNN is given in Section V-B. We also evaluated our method on a number of public datasets, as described in Section V-C.

A. Evaluation of basic performance

1) Experimental conditions: To evaluate the performance of our person re-identification method, we used the PETA Dataset [21], which consists of 10 publicly available datasets: 3DPeS [22], CAIVAR4REID [23], CUHK [24], GRID [25], i-LID [26], MIT [27], PRID [28], SARC3D [29], Town-Centre [30], and VIPeR [31]. In the PETA dataset, all the images are labeled with single attributes. We selected 15 single attributes, as shown in Table I. P represents physical characteristics and A represents adhered human characteristics. In our experiments, we selected single attributes from [10] and public websites [11]–[14]. Note that we did not select color attributes, because colors significantly vary between surveillance cameras (as described in [18]).

We also designed 96 co-occurrence attributes, as shown in Table II. P&A represents combinations of physical and adhered human characteristics, P&P represents combinations of physical characteristics, and A&A represents combinations of adhered human characteristics. We removed 23 combinations of single attributes (e.g., “wearing a suit jacket and shorts”) from the 119 combinations, because they did not commonly occur in practical cases. There were 59 P&A attributes, 22 P&P attributes, and 15 A&A attributes (Table II). The number of positive samples for each co-occurrence attribute was 48 or above.

We split the PETA dataset into test and training samples. We used images of people from VIPeR to evaluate the performance of the person re-identification method. We randomly selected 316 individuals from VIPeR for our test sample. The remaining 316 individuals were used to train a metric matrix for LMNN. We repeated the random selection 10 times to generate different test sample sets. We used two major indicators: cumulative match characteristic (CMC) curves dependent on the $n$-th rank matching rate, and the
TABLE I. SINGLE ATTRIBUTES FOR EVALUATING AN EXISTING METHOD. WE USED 2 CLASSIFIERS FOR BINARY CHARACTERISTICS AND 13 CLASSIFIERS FOR MULTI-CLASS CHARACTERISTICS.

<table>
<thead>
<tr>
<th>Physical characteristics (P)</th>
<th>Gender (Male/Female)</th>
<th>Hairstyle (Short/Long/Bald)</th>
<th>Age (16–30/31–45/46–60/Over 60)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adhered human characteristics (A)</td>
<td>Sunglasses (Presence/Absence)</td>
<td>Tops (Short Sleeves/Long Sleeves/Suit)</td>
<td>Bottoms (Shorts/Skirt/Suit)</td>
</tr>
</tbody>
</table>

Fig. 5. CMC curve evaluated on the VIPeR dataset. The number in parentheses represents the nAUC for each method.

- CA: Our method for extracting features from images using the co-occurrence attributes described in Section IV.
- SA: An existing method [10] that extracts features using single attributes. Note that we used the single attributes in Table I and LMNN instead of a greedy algorithm.

2) Experimental results: Figure 5 shows the performance of the person re-identification results based on the CMC curves and nAUC. The plot shows the average values for the 10 sets of randomly generated test samples. We can clearly see that our features based on the co-occurrence attributes are superior to features using single attributes and the low-level features based on gradient and color. Overall, our method outperformed the others, and improved the matching rate for rank \( n = 20 \) by 20 points when applied to this difficult task.

To determine the most effective combinations of characteristics, we applied the method

- P1: without the combinations of physical and adhered human characteristics (P&A);
- P2: without the combinations of physical characteristics (P&P);
- P3: without the combinations of adhered human characteristics (A&A); and
- P4: using all the combinations in Table II.

Table III shows the matching rates and nAUCs for these four experiments. The combination of physical and adhered human characteristics increased the performance of the person re-identification method (the results for P1 were inferior to the others). The method using all the combinations (P4) produced the best results. These results demonstrate that the co-occurrence attributes of physical and adhered human characteristics developed using our method can successfully re-identify people in images.
TABLE III. COMPARISON OF MATCHING RATES AND nAUC TO EVALUATE THE EFFECTIVENESS OF THE DIFFERENT COMBINATIONS.

<table>
<thead>
<tr>
<th>Plan</th>
<th>n = 1</th>
<th>n = 5</th>
<th>n = 10</th>
<th>n = 20</th>
<th>nAUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>7.9</td>
<td>24.5</td>
<td>37.4</td>
<td>54.1</td>
<td>89.2</td>
</tr>
<tr>
<td>P2</td>
<td>9.9</td>
<td>29.5</td>
<td>42.1</td>
<td>58.6</td>
<td>90.9</td>
</tr>
<tr>
<td>P3</td>
<td>11.6</td>
<td>30.6</td>
<td>44.0</td>
<td>60.5</td>
<td>91.4</td>
</tr>
<tr>
<td>P4</td>
<td>11.3</td>
<td>32.0</td>
<td>45.6</td>
<td>63.9</td>
<td>91.6</td>
</tr>
</tbody>
</table>

Fig. 6. Comparing the cumulative contribution ratio and the cumulative weight ratio curves between co-occurrence and single attributes.

B. Analysis of the metric matrix of LMNN

1) Analysis algorithm: To determine the most valuable co-occurrence attributes, we investigated a metric matrix \( M \) trained using LMNN. The matrix \( M \) is positive-semidefinite and is represented as

\[
M = \sum_{i=1}^{N} \lambda_i q_i q_i^T ,
\]

where \( \lambda_i \) is the \( i \)-th eigenvalue and \( q_i \) is the \( i \)-th eigenvector. The eigenvectors corresponding to larger eigenvalues have the most important role when computing the distance between feature vectors (Equation (3)). We compute the cumulative contribution ratio \( C_m \) from \( \lambda_1 \) to \( \lambda_m \) using

\[
C_m = \sum_{k=1}^{m} \frac{\lambda_k}{\sum_{i=1}^{N} \lambda_i} .
\]

To determine the impact of the \( l \)-th element \( q_{i,l} \) in eigenvector \( q_i \) when computing the distance between feature vectors, we compute the weight ratio \( w_{i,l} \), i.e.,

\[
w_{i,l} = \frac{|q_{i,l}|}{\sum_{j=1}^{N} |q_{i,j}|} ,
\]

and compute the cumulative weight ratio \( W_{i,l} \) from \( w_{i,1} \) to \( w_{i,l} \), i.e.,

\[
W_{i,l} = \sum_{k=1}^{l} w_{i,k} .
\]

Note that \( w_{i,k} \) (\( k \in 1, \ldots, l \)) are in descending order.

2) Analysis results: We analyzed the matrix of co-occurrence attributes \( M_{CA} \) and the matrix of single attributes \( M_{SA} \). We investigated the elements of eigenvectors under the condition that the cumulative contribution ratios and cumulative weight ratios of \( M_{CA} \) and \( M_{SA} \) were nearly identical. Both matrices were trained using images of 632 individuals from the VIPeR dataset. We selected eigenvectors corresponding to the eigenvalues when \( C_m = 0.4 \): the 1st, 2nd and 3rd eigenvectors of \( M_{CA} \) and the 1st eigenvector of \( M_{SA} \). We selected elements of the eigenvectors for \( W_{i,n} = 0.2 \): eight elements of the 1st eigenvector of \( M_{CA} \), eight elements of the 2nd eigenvector of \( M_{CA} \), six elements of the 3rd eigenvector of \( M_{CA} \), and one element of the 1st eigenvector of \( M_{SA} \). Figure 6 shows the cumulative contribution ratio and the cumulative weight ratio curves of \( M_{CA} \) and \( M_{SA} \).

Table IV shows the informative elements of the eigenvectors of \( M_{CA} \) and \( M_{SA} \). There were 12 co-occurrence attributes containing age and seven co-occurrence attributes containing gender. Age and gender are indeed important for person re-identification, because these physical characteristics are also used in public websites [11]–[14]. There were six, three, and 13 co-occurrence P&P, A&A, and P&A attributes in Table IV, respectively. Three co-occurrence attributes contained short hair. These results show that an effective characteristic appears in both co-occurrence and single attributes. We believe that our method can effectively determine the characteristics used when people recognize each other.

C. Evaluation using public datasets

We evaluated the performance of our method using the 3DPeS, CAVIAR4REID, GRID, i-LID, PRID, SARC3D, and TownCentre datasets. We used test samples for person re-identification, training samples for LMNN, and training samples for the attribute classifiers with the experimental conditions described in Section V-A1. Table V shows the \( n \)-th matching rates and nAUC for the person re-identification results. We can see that our method using co-occurrence attributes is superior to the existing method [10] using single
attributes, on the all datasets. This significant improvement in the matching performance demonstrates the effectiveness of the co-occurrence attributes of combinations of physical and adhered human characteristics.

VI. CONCLUSION

We proposed a method for person re-identification that uses co-occurrence attributes. To extract invariant features from images of people, we introduced a combination of physical and adhered human characteristics. The contributions of this work can be summarized as follows.

- We designed co-occurrence attributes using physical and adhered human characteristics, which were based on prior knowledge of how people recognize each other.

- We analyzed a metric matrix trained using a metric learning technique to determine the most important co-occurrence attributes.

In the future, we will extend our method by considering combinations of three or more characteristics. We also intend to combine low-level features with our method.
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