Gender Classification using the Gaze Distributions of Observers on Privacy-Protected Training Images
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Abstract: We propose a method for classifying the gender of pedestrians using a classifier trained by images containing privacy-protection of the head region. Recently, manipulated training images containing pedestrians have been required to protect the privacy of pedestrians. In particular, the head regions of the training images are manipulated. However, the accuracy of gender classification decreases when privacy-protected training images are directly used. To overcome this issue, we aim to use the human visual ability to correctly discriminate males from females even though the head regions have been manipulated. We measure the gaze distributions of observers who view pedestrian images and use them to pre-process gender classifiers. The experimental results show that our method using gaze distribution improved the accuracy of gender classification when the head regions of the training images have been manipulated with masking, pixelization, and blur for privacy-protection.

1 INTRODUCTION

Video surveillance cameras are now installed in various public spaces such as airports, stations, and shopping malls. Gender classification using pedestrian images acquired from video surveillance cameras is becoming widespread. The gender classification of pedestrian images enables the distribution of various applications such as crime prevention and product marketing. The existing methods (Sudowe et al., 2015; Schumann and Stiefelhagen, 2017) achieve high accuracy using deep learning techniques for pedestrian attribute classification. However, in the existing methods, the collection of a large number of training images is required to achieve good deep learning performance.

When collecting training images, we must carefully handle the privacy of the human subjects in the images. Training images include personal information that makes human subjects feel nervous about allowing their images to be acquired. In particular, we must pay attention to how their faces are handled. Furthermore, these training images will be used repeatedly over a long period of time to improve the accuracy of gender classification. Therefore, techniques for protecting the privacy of the subjects in the images are required when collecting training images for gender classification.

To protect the privacy of subjects in pedestrian images, the head regions are generally manipulated. For example, head regions in magazine advertisements are masked, head regions in television interviews are pixelized, and head regions in Google Street View are blurred. Furthermore, methods to perform more complex manipulations for privacy protection have been proposed (Joon et al., 2016; Zhang et al., 2014; Yamada et al., 2013; Ribaric et al., 2016; Oh et al., 2017). However, existing methods do not fully discuss the privacy protection of training images in gender classification. When they are directly applied to training images, we believe that the accuracy of gender classification will be substantially decreased. In fact, (Ruchaud et al., 2015) showed that this decrease happens when the head regions of training images are manipulated with masks, pixelization, and blur to protect the privacy of the subjects.

In this paper, we focus on the human visual ability to distinguish gender to improve the accuracy of gender classification using privacy-protected training images. The existing method (Nishiyama et al., 2018) revealed that observers look at important features when distinguishing the gender of pedestrians in images. In that approach, gaze distributions were measured when observers viewed the pedestrian images. The existing method assigned weights to the
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Figure 1: Observers can correctly determine gender when the head regions of pedestrian images are completely masked to protect the privacy of the subjects.

training images as preprocessing before feature extraction so that a classifier could be trained to emphasize the head region, which is where the gaze of the observers gathered. However, when the existing method is directly applied to privacy-protected training images, the accuracy of gender classification unfortunately decreases. The reason for this issue is that the head regions have been manipulated to protect the privacy of the pedestrians in the training images, even though head regions increase the accuracy of gender classification. We need to consider how to overcome this problem caused by privacy-protected training images. Here, we similarly focus on human visual abilities. When the head regions of pedestrian images are completely masked, observers can still correctly distinguish gender in many cases. We believe that the observers look at other important features obtained from regions other than the head, such as the shape and appearance of the torso, in the pedestrian image. As illustrated in Figure 1, observers can correctly discriminate gender; for example, it is a woman when the torso of the subject is rounded, and it is a man when the torso of the subject is muscular.

In this paper, we propose a method to improve the accuracy of gender classification when the head regions in the training images are manipulated for privacy protection. We make the following two contributions:

- We reveal the important regions where the gaze of observers tends to gather in privacy-protected images. We measure the gaze distributions of the observers when the head regions of the subjects are masked.
- We confirm whether or not the accuracy of gender classification is improved using these gaze distributions. We use the gaze distributions in feature extraction for gender classifiers.

To compare the important regions of the masked images, we also perform experiments in which the head regions are not masked.

2 Related work

2.1 Privacy protection

As described in (Joon et al., 2016; Flammini et al., 2013; Campisi, 2013), the privacy protection of subjects contained in images is an important issue, and has attracted attention in recent years. Various privacy-protection methods have been proposed for all stages in the process of recognition, such as during pedestrian image acquisition or when classification is performed using the pedestrian image. To prevent recognition in conventional face detection algorithms, a method that requires the user to wear protective glasses was proposed in (Yamada et al., 2013). To automatically shield the heads of subjects in images, a method that incorporates a special mechanism embedded in the camera system was proposed in (Zhang et al., 2014). The existing methods have the advantage that privacy-protected images are only recorded in video surveillance systems. However, it is necessary to prepare special equipment for image acquisition. Existing methods are not suitable for collecting training images. To protect the privacy of faces, a method that replaces the face of a subject with the face of a fictitious person has been proposed in (Ribaric et al., 2016). Although this method opens up new approaches to privacy-protection, it is not well accepted by the public. To hide personal features so that they are not visually discernible in an image for a classification task, a method that embeds the original feature in the image of a fictional person was proposed in (Oh et al., 2017). This is effective if the algorithm of the classification task is not changed in the future. However, the embedded features are not restored when a newly developed algorithm is applied. Instead, we consider a pre-processing method for feature extraction that can enable various classification algorithms to use privacy-protected training images.

2.2 Human visual abilities

In the fields of computer vision and pattern recognition, the use of human visual abilities has widely progressed. The estimation accuracy of a saliency map was improved using the distribution of gaze locations in (Xu et al., 2015). Action recognition and gaze-attention estimation were performed simultaneously using a wearable camera in (Fathi et al., 2012). Preference estimation was performed using gaze locations and image features in (Sugano et al., 2014), an eye-movement pattern for product recommendation was estimated in (Zhao et al., 2016), and an object recognition task was performed using only gaze
distributions in (Karessli et al., 2017). The attributes of face images were classified using gaze-attention regions in (Murrugarra-Llerena and Kovashka, 2017), and the attribute classification of fashion clothes images was performed using a deep learning technique with gaze distributions in (Sattar et al., 2017). Although the existing methods handle various applications using gaze, they do not address the application of privacy protection. Thus, privacy protection in gender classification is a new application for gaze distributions.

3 Gaze distribution of observers when the head regions are masked

3.1 Stimulus images

We investigated which regions gather the gaze of observers when they determine the gender of subjects in images. Sixteen participants (10 males and 6 females, average age $22.4 \pm 1.0$ years) participated in the study. The head regions and their surrounding regions were completely masked so that the participants could not observe the head region of the subject in the images. Note that we refer to the pedestrian images observed by the participants as the stimulus images.

We used the following two conditions for the pedestrian images in the experiments:

$S_1$: the head region was masked;
$S_2$: the head region was not masked.

We measured $S_2$ in addition to $S_1$ for comparison. Figures 2(a) and (b) show the examples of the stimulus images of $S_1$ and $S_2$. We used the CUHK dataset, which is included in the PETA dataset (Yubin et al., 2014) as the stimulus images. The size of all stimulus images was $80 \times 160$ pixels for both $S_1$ and $S_2$. The pedestrian regions in the images of the CUHK dataset were manually aligned. We checked the alignment using the average image computed from all pedestrian images in the CUHK dataset. Figures 3(a) and (b) show the average images of $S_1$ and $S_2$. In Figure 3(b), the black circle that appears at the top corresponds to the head region. The black ellipse that appears near the center of the image corresponds to the torso region. The light gray part that appears at the bottom of the image corresponds to the foot region. In Figure 3(a), we see that the head region is completely masked because the black circle at the top in Figure 3(b) is not observed.

To control the experimental conditions, the number of male and female subjects included in the stimulus images was equal. The proportions of all body orientations of the subjects in the stimulus images (front, back, left and right) were equal. In addition, the same person did not appear more than once in the stimulus images. Finally, the number of the stimulus images was 32 in $S_1$ and 32 in $S_2$.

Figure 4 shows the experimental setting for measuring gaze distributions. The participant was seated at a position 65 cm from the display. Each partici-
participant adjusted the chair height while keeping the eye height between 110 and 120 cm. The display size was 24 inches (1,920 \times 1,080 pixels). We used the GP3 gaze measurement device (gazepoint), which has a sampling rate of 60 fps. The specifications of the device state that its angular resolution is between 0.5 and 1.0 degrees. We enlarged the stimulus image to 480 \times 960 pixels. To avoid center bias, we presented the stimulus images at random positions on the display. Figures 5(a) and (b) show examples of the \( S_1 \) and \( S_2 \) stimulus images on the display. The pixel values of the masked regions in the stimulus images were set to be the same as those of the display background. We presented the stimulus images of \( S_1 \) for 9 participants (4 males and 4 females) and \( S_2 \) stimulus images on the display. The pixel values of the masked regions in the stimulus images were set to be the same as those of the display background. We presented the stimulus images of \( S_1 \) for 8 participants (4 males and 4 females) randomly selected from all the participants and the stimulus images of \( S_2 \) for the remaining 8 participants (6 males and 2 females).

### 3.2 Protocol

The procedure for measuring the gaze distribution of the participants was as follows.

- **P_1**: We randomly selected a participant.
- **P_2**: We set the condition for measuring the gaze distribution to either \( S_1 \) or \( S_2 \).
- **P_3**: We explained how to perform the task of determining the gender of the subject using an example image.
- **P_4**: We presented a gray image for 2 s.
- **P_5**: We presented a randomly selected stimulus image for 2 s.
- **P_6**: We presented a black image for 3 s and asked the participant to state the gender of the subject in the stimulus image.
- **P_7**: We repeated steps P_4 to P_6 until all the stimulus images were presented.
- **P_8**: We repeated steps P_1 to P_7 until all the participants completed the experiment.

Here, we explain our method for generating a gaze map. We integrated the gaze distributions measured in P_5 using the existing method (Nishiyama et al., 2018) for a single gaze map. We used only the gaze locations of the participants, which the gaze measurement device output as fixations. We summed the locations of the fixations for \( S_1 \) or \( S_2 \) from all the participants and all stimulus images. The size of the gaze map was resized to the size of the stimulus image.

### 3.3 Analysis of the measured gaze distributions

Figure 6 shows the gaze maps of \( S_1 \) and \( S_2 \). We show the gaze map \( g_i \) for each \( i \in \{ S_1, S_2 \} \). In the map, darker regions of the gaze map indicate that the gaze of the participants were more frequently measured at these locations than in the lighter regions. Comparing the gaze map \( g_5 \) of Figure 6(a) with the average image of Figure 3(a), we see that the gaze locations of the participants gathered in the torso regions of the subjects when the head regions were masked. The body shape, clothes, and bag were observed in the subjects of the stimulus images. Next, we compared \( g_8 \) of Figure 6(b) with the average image of Figure 3(b). We see that the participants mainly viewed the head regions of the subjects in the stimulus images when they were not masked. This tendency is the same as that of the existing study (Nishiyama et al., 2018). Note that the gaze locations of the participants did not gather near the feet regions of the subjects in both \( S_1 \) and \( S_2 \) stimulus images.

We describe the accuracy of gender classification performed by the participants. We counted correct answers when the responses of the participants matched the gender labels of the stimulus image. The accuracy of the participants was 87.0 \pm 5.5\% for \( S_1 \) and 95.9 \pm 3.1\% for \( S_2 \).

We investigated the differences in the gaze maps with respect to the participants’ gender. We also investigated the differences in the stimulus images with respect to the subjects’ gender. Figure 7(a) shows the gaze maps generated by each gender of the participants, and Figure 7(b) shows the gaze maps generated for each gender of the subjects. In the maps in Figure 7(a), there is no significant difference between the genders of the participants in terms of the person re-
Figure 7: Gaze maps measured of (a) male and female participants and (b) male and female subjects.

Table 1: Correlation coefficients of the gaze maps for males and females with respect to participants or subjects.

<table>
<thead>
<tr>
<th></th>
<th>Participants</th>
<th>Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>0.88</td>
<td>0.97</td>
</tr>
<tr>
<td>$S_2$</td>
<td>0.97</td>
<td>0.92</td>
</tr>
</tbody>
</table>

region gaze locations. In Figure 7(b), there was also no significant difference between the gender of the subjects in the maps. For both $S_1$ and $S_2$, we computed the correlation coefficients between the gaze maps with respect to participant gender and subject gender. We used Pearson’s product–moment correlation coefficient. Table 1 shows the correlation coefficients of the gender differences in $S_1$ and $S_2$. We confirmed that the correlation coefficients between genders were very high under all combinations of conditions.

4 Gender classification using the gaze distributions for privacy-protected training images

4.1 Experimental conditions

We investigated whether or not the accuracy of gender classification was improved using the gaze distributions for the training images in which the head regions of the subjects were masked. We used images from the CUHK dataset as training and test images.

The stimulus images for gaze measurement were not included in the training and test images. To evaluate the accuracy of gender classification, we used 10-fold cross-validation for a total of 2,540 images of the CUHK dataset. In each cross-validation, the number of training images was 2,286 (1,143 male images and 1,143 female images), and the number of test images was 254 (127 male images and 127 female images). We define the training image conditions as follows:

- $T_{S_1}$: the head regions of the training images were masked;
- $T_{S_2}$: the head regions of the training images were not masked.

Figure 8(a) shows examples of the training images of $T_{S_1}$ and Figure 8(b) shows those of $T_{S_2}$.

To confirm the effectiveness of the gaze map for privacy-protected training images, we compared the accuracy of gender classification under the following conditions:

- G1: our method using the masked gaze map $g_{S_1}$;
- G2: the existing method using the un-masked gaze map $g_{S_2}$;
- G3: a baseline method without the use of the gaze map.

The number of combinations of conditions of G1, G2, and G3 for $T_{S_1}$ and $T_{S_2}$ was six. We avoided gaze measurement for each training image and each test image and used only the gaze maps measured from the stimulus images in Section 3. We used the classifier with gaze-map based pre-processing described in (Nishiyama et al., 2018). The pre-processing is briefly explained below. Large weights are given to the pixels of the training images at which the gaze of the participants gathered. In contrast, small weights
Figure 9: Accuracy of gender classification using the masked training images of $T_1$.

are given to the pixels at which gaze was not gathered. Specifically, let the pixel value of the gaze map be $g_i(x, y)$, where $(x, y)$ is the location of the image. The range of $g_i(x, y)$ is $[0, 1]$. In addition, the pixel value of the training image is represented as $t(x, y)$.

The pixel value $t'(x, y)$ after pre-processing is computed as follows:

$$t'(x, y) = c(g_i(x, y))t(x, y),$$  \hspace{1cm} (1)

where $c(\cdot)$ is a correction function. We set $c(z) = z^a + b$. When $a > 1$, the weight of the gaze map is emphasized. When $a < 1$, the weight of the gaze map is low. Variable $b$ is an offset. We converted the RGB color space to the HSV color space and weighted only the V values using the correction function.

After assigning the weights to the training images, we employed the following classifiers:

- **CNN**: convolutional neural network. A mini-CNN (Grigory et al., 2015) with two convolution layers and two pooling layers was used.
- **SVM**: linear support vector machine (Corinna and Vladimir, 1995). The penalty parameter was set as 1.
- **LR**: logistic regression classifier (Cox, 1958). The normalization parameter was set as 1.

We did not mask the head regions of the test images. We weighted the test images using the gaze map using the same procedure as that used for the training images.

### 4.2 Performance of gender classification using the masked training images

Figure 9 shows the accuracy of gender classification for the masked training images of $T_1$. In Figure 9(a), we see that the accuracy of G1 was slightly better than that of G3, and the accuracy of G2 was significantly worse than those of G1 and G3. In Figure 9(b), we see the same tendencies shown in Figure 9(a). In Figure 9(c), we see that the accuracy of G1 is superior to those of G2 and G3, and the accuracy of G2 is slightly better than that of G3. These results confirm that gaze map $g_{S1}$ is more effective than $g_{S2}$ when the head regions of the training images are masked.

Figure 10 shows the accuracy of gender classification for the unmasked training images of $T_2$. In Fig-
Figure 11: Examples of the training images after manipulating the head regions using pixelization and blur while changing their parameters.

Figure 12(a) shows the accuracy of gender classification using the training images with pixelization. In $T_{p1}$, $T_{p2}$, and $T_{p3}$, G2, G3, and G1 have the highest, middle, and lowest accuracy, respectively. In contrast, in $T_{p4}$, this order is G1, G3, and G2. These results hence confirm that our method based on gaze map $g_{S1}$ improves the accuracy for training images with a high level of pixelization.

Figure 12(b) shows the accuracy of gender classification using the training images with blur. In $T_{p1}$, $T_{p2}$, $T_{p3}$, and $T_{p4}$, G1, G2, and G3 have the highest, middle, and lowest accuracy, respectively. We hence confirm that our method based on gaze map $g_{S1}$ improves the accuracy for training images with various levels of blur.
5 Conclusions

We proposed a method for improving the accuracy of gender classification using the gaze distribution of human observers on training images in which the privacy of the subjects was protected. We used stimulus images with masked head regions and measured the gaze distributions of observers. We confirmed that the participants mainly observed the torso regions of the subjects in the stimulus images. Next, we conducted gender classification experiments using privacy-protected training images with masking, pixelization, and blur. The experimental results confirm that our method, which uses the gaze map with masked head regions, improved the accuracy of gender classification. In future work, we intend to continue developing the method to increase the accuracy by combining gaze maps with and without masking. We will expand this investigation into gaze maps with privacy protection for various classification tasks related to attributes other than gender. This work was partially supported by JSPS KAKENHI under grant number JP17K00238 and MIC SCOPE under grant number 172308003.
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